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Abstract. Forearm vein recognition is one of many available methods used for iden-
tification. However, forearm veins can be considered more secure compared to other
biometric traits because the veins are inside the human body and therefore not easily
manipulated. Veins possess several properties that make a good biometric feature for
personal identification: 1) they are difficult to damage and modify; 2) they are difficult
to simulate using a fake template; and 3) vein information can represent the liveness of
person. Features were extracted from each pair of visible and NIR images. For the visible
images, feature extraction was done using the Gabor filter. For the NIR forearm images,
a crossing number was used to extract properties of the veins e.g. bifurcation. We present
the results of the recognition of forearm veins patterns that show the suitability of the
method for biometric identification purposes.
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1 Introduction

Images play an important role in the identification of people across many applications. Ef-
fective biometrics systems have five key modules: A Sensor or sensors (for image/data ac-
quisition), a Feature Extractor, a Biometric Database, a Matcher and a Decision-Maker. The
Sensor reads the biometric information from the user. Feature Extractor module automatically
extracts features from the biometric images/templates. All features can be coarsely classified
into low-level features and high-level features. Low-level features are extracted directly from
the original images, whereas high-level feature extraction must be based on low-level features.
The number of features can be reduced before being used in the classification task. Matcher
module measures the similarity between extracted features from a user template and an en-
rolled template. More specifically, the Matcher component of the system compares feature
vectors obtained from the feature extraction algorithm to produce a similarity score. This
score indicates the degree of similarity between a pair of biometrics data under consideration.
The Decision-Maker interprets the result. The Biometric Database maintains the templates of
the enrolled users (i.e. the candidate identities).

Biometric categories can be divided into two types: (i) Identification systems and (ii)
Verification systems.

Identification systems give an answer to the question: Who is it?. In other words, they are
performing a one-to-many comparison.
Mathematically, the threshold based identification problem can be formulated as follows: Let
𝐼1, 𝐼2, ..., 𝐼𝑁 be the identities of enrolled users; 𝐼𝑁+1 indicate the reject case; 𝑋1, 𝑋2, ..., 𝑋𝑁

be the corresponding biometric templates of the users enrolled.

𝑋𝑄 =


𝐼𝑘 if max

𝑘
{𝑆(𝑋𝑞 , 𝑋𝐼 )} ≥ 𝑇𝑆 or

min
𝑘
{𝐷 (𝑋𝑞 , 𝑋𝐼 )} ≤ 𝑇𝐷

𝐼𝑁+1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(1)

where
𝑆(𝑋𝑄, 𝑋𝑘) is the similarity measure between 𝑋𝑄 and 𝑋𝑘 ;
𝑇𝑆 is a predefined threshold for 𝑆;
𝐷 (𝑋𝑄, 𝑋𝑘) is the distance measure between 𝑋𝑄 and 𝑋𝑘 ; and
𝑇𝐷 is a predefined threshold for 𝐷.

Verification systems give an answer to the question: Is this person who they say they are?
(one-to-one comparison).
Verification can be formulated mathematically as:

(𝐼, 𝑋𝑞) =
{
𝑊𝑇 if 𝑆(𝑋𝑞 , 𝑋𝐼 ) ≥ 𝑇𝑆 or 𝐷 (𝑋𝑞 , 𝑋𝐼 ) ≤ 𝑇𝐷
𝑊𝐹 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(2)

where
𝑋𝑞 is an input feature vector;
𝑋𝐼 is the biometric feature template belonging to user 𝐼 from the database;
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𝑆(𝑋𝑞 , 𝑋𝐼 ) is the similarity measure between 𝑋𝑞 and 𝑋𝐼 ;
𝑇𝑆 is a predefined threshold for 𝑆;
𝐷 (𝑋𝑞 , 𝑋𝐼 ) is the distance measure between 𝑋𝑞 and 𝑋𝐼 ; and
𝑇𝐷 is a predefined threshold for 𝐷.

Desired biometric characteristics are presented in Table 1.

Table 1. Biometrics characteristics

Characteristic Description
Robustness Describes by the probability that a submitted template will not match

the enrollment the image. Measured by the "false non-match rate".
Distinctiveness Show how well the biometric separates one individual from another.

Measured by the "false match rate".
Permanence Display how well the biometric remains the same over time. The

characteristic is not changing in time.
Acceptability Describes by polling the device users
Accessibility Indices by the number of individuals that can be processed in a unit

time
Availability Describes by the probability that a user will not be able to supply a

readable measure to the system upon enrollment
Universality Show how commonly the biometric is found in humans
Performance Demonstrate the accuracy of the system using the biometric
Circumvention Indices how easily a submitted template can be spoofed
Uniqueness No two individuals possess the same characteristic.

Vein recognition is a method of biometric identification/verification, that uses pattern
recognition techniques based on images of blood vessels. Blood vessel patterns (identified
only on a live body) are unique to each individual. Vein recognition does not require contact
during registering and authentication and is strongly immune to forgery [25].

To detect forearm veins and generate a vasculature map we utilize a camera containing
two Charge-Coupled Devices (CCD) with two spectral filters - one is a visible light filter and
the other is an IR filter. Example visible and NIR forearm images shown in Figure 1.

a) b)

Figure 1. Example visible and NIR forearm images

Existing vein recognition methods can be roughly divided into two categories. The first
category are methods that determine feature points within the images and match through the
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spatial relationships among feature points. The other category of methods combine the global
features of two vein images. The human forearm vein recognition presented in this article
describes a system based on visible and NIR images that uses geometric and spectral features.
The structure of the paper is as follows. In Section 2, information about vein image prepro-
cessing is provided. In Section 3, the proposed method for feature extraction is presented.
Then in Section 4, experimental results are provided, which are followed by conclusions and
suggestions for future work in Section 5.

1.1 Related Works

Most related published work uses vein templates for the biometrics person recognition process.
Classic approaches are presented in Table 2.

Table 2. Summary of work on the vein biometric recognition

Biometric template Methods Image References
Hand vein • FFT based phase correlation NIR [22,25]

• Distance between feature points NIR [4,27]
• Matching vein triangulation and shape fea-
tures

NIR [11]

Finger vein • Local Binary Pattern (LBP) method using
a support vector machine (SVM)

NIR [12,25]

• Normalized cross-correlation NIR [9]
• Radon transform NIR [23]
• Local derivative pattern NIR [13]
• Multiscale, curvelets NIR [32,8]

Dorsal hand vein • Curvelet transform NIR [32,14]
• LPP (Locality Preserving Projections) NIR [?]
•Shearlet transformation and Scale-invariant
Feature Transformation (SIFT)

NIR [29,15]

Palm vein • Local Binary Patterns (LBPs) and their
variants

NIR [24,18]

Retina vein • Local Binary Patterns Visible [17]
• Spectral Visible [14,15,17,19]

Ocular vein • Texture analysis and Statistical parameters Visible [21,28,6,19,26]
Forearm vein • Line Edge Map (LEM) NIR, Visible [8]

• 2D-Gabor + feature extraction NIR, Visible [30,2,3]
• Skeletonization NIR, Visible [7,2,3]
• Shape features NIR, Visible [11]

We propose a novel method for personal recognition, extracting features from images in
both the visible light and NIR spectrums. Based on these characteristics recognition can be
realized.
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2 Vein Image Processing

A gray scale digital image of size 𝑀 × 𝑁 , 𝑀 = 2𝑖 , 𝑁 = 2 𝑗 , can be mathematically defined
as a matrix with entries 𝑓 (𝑥, 𝑦), 𝑥 = 0, 1, . . . , 𝑀 − 1, 𝑦 = 0, 1, . . . , 𝑁 − 1, where the value
𝑓 (𝑥, 𝑦) represents the intensity or gray level of the image at the pixel (𝑥, 𝑦).

𝑓 (𝑥, 𝑦) =


𝑓 (0, 0) 𝑓 (0, 1) . . . 𝑓 (0, 𝑁 − 1)
𝑓 (1, 0) 𝑓 (1, 1) . . . 𝑓 (1, 𝑁 − 1)
.
.
.

.

.

. . . .
.
.
.

𝑓 (𝑀 − 1, 0) 𝑓 (𝑀 − 1, 1) . . . 𝑓 (𝑀 − 1, 𝑁 − 1)


(3)

where 0 ≤ 𝑓 (𝑚, 𝑛) ≤ 𝐺 − 1 ; 𝐺 = 2𝑘 .

Figure 2 shows an overview of our proposed system. In the processing module, processes
such as image stretching, image binarization, noise elimination and thinning are applied to
extract a normalized and useful forearm image.

Figure 2. Processing diagram

Each step shown in the processing module Figure 2 will be explained in more detail below
[5].

1. Image enhancement. Forearm vein image usually have poor contrast and noise. Contrast
enhancement techniques can be used to improve the image [1]. We used CLAHE (Contrast
Limited Adaptive Histogram Equalization) [33] for this purpose.
If ℎ𝑔 represents the number of pixels in an image with intensity 𝑔 e.g.
𝑓 (𝑚, 𝑛) = 𝑔, then the probability density function is defined as 𝑝𝑟𝑜𝑏( 𝑓 (𝑚, 𝑛) =

𝑔) = ℎ𝑔

𝑀 ·𝑁 for 𝑔 = 0, 1, . . . , 𝐺 − 1 and the cumulative density function is defined as
𝑐( 𝑓 (𝑚, 𝑛) = 𝑔) = ∑𝐺−1

𝑔=0 𝑝𝑟𝑜𝑏( 𝑓 (𝑚, 𝑛)) = 𝑔 for 𝑔 = 0, 1, . . . , 𝐺 − 1. The gray levels are
modified as

𝑔̄ = (𝑚𝑎𝑥 − 𝑚𝑖𝑛) · 𝑐( 𝑓 (𝑚, 𝑛) = 𝑔) + 𝑚𝑖𝑛 (4)

where 𝑚𝑎𝑥 and 𝑚𝑖𝑛 are respectively the maximum and minimum value of image gray
level.
The result after using CLAHE on the images in Figure 1a and Figure 1b are illustrated in
Figure 3a and Figure 3b, respectively.



10 R.S. Choraś

a) b)

Figure 3. The visible and NIR forearm images after applying CLAHE

2. Image binarization. Let the initial global threshold (point between two peaks in the his-
togram) be 𝑡ℎ. Using 𝑡ℎ we produce two groups of pixels: the first with all pixels having
intensity values > 𝑡ℎ, the second with pixels having values ≤ 𝑡ℎ. Next, compute the
mean intensity values 𝑚𝑒𝑎𝑛1 and 𝑚𝑒𝑎𝑛2 for the pixels within the first and second groups,
respectively. Finally, a new threshold value is defined by 𝑇 =

𝑚𝑒𝑎𝑛1+𝑚𝑒𝑎𝑛2
2 .

3. Noise elimination. Median filtering is a nonlinear method based on image statistics used
to remove noise. Values in the digital image are assumed to be noisy and replaced by the
median value of the neighborhood pixels (the mask).
The pixels belonging to the mask are ranked in the order of their gray levels, and the
median value of the group is stored to replace the noisy value.
The 2D 𝑀𝐹 for an image 𝑓 (𝑥, 𝑦), where (𝑥, 𝑦) ∈ 𝑅 is defined as

𝑝(𝑥, 𝑦) = 𝑚𝑒𝑑𝑖𝑎𝑛𝐴𝑙
𝑓 (𝑥, 𝑦) = 𝑚𝑒𝑑𝑖𝑎𝑛[ 𝑓 (𝑚 + 𝑟, 𝑛 + 𝑠) ; (𝑟, 𝑠) ∈ 𝐴𝑙] (5)

where 𝐴𝑙 is the 𝑀𝐹 window.

3 Texture Feature from Gabor Wavelet Transform

The texture of an image or image segment can be characterized by a set of linear filter responses
defined for different spatial frequencies, spatial localization and orientation. The Gabor filter
can be written as

𝐺𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) =
1

2𝜋𝜎2
𝑘

𝑒
(− 𝑥2+𝑦2

2𝜎2
𝑘

)
× exp{2𝜋 𝑗 (𝑊𝑥 cos 𝜃𝑖 +𝑊𝑦 sin 𝜃𝑖)} (6)

where: 𝑗 =
√
−1,

𝜎𝑘 - the standard deviation of the Gaussian envelop,
𝑊 - the radial frequency, and
𝜃𝑖 - the orientation of the Gabor filters.
In our work these parameters are shown in Table 3.

The result of the convolution operation of the input image with the corresponding Gabor
filter is an output image calculated as

Ψ𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) = 𝑓 (𝑥, 𝑦) ⊗ 𝐺𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) (7)
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Table 3. Gabor filters parameters

Size 𝜎 𝑊 𝜃

5 × 5 2, 4, 8 1 𝜋𝑖
6 where 𝑖 = 1, . . . , 6

where ⊗ denotes the 2D convolution operation and 𝑓 (𝑥, 𝑦) is the input image.

The images shown in Figure 4 are the result of the convolution operation of the input
image with the above defined set of Gabor filters.

Figure 4. Real part of the Gabor filter responses of a forearm image. Rows correspond to 𝜎𝑘 = {2, 4, 8},
and columns to 𝜃𝑖 = {30◦, 60◦, 90◦, 120◦, 150◦, 180◦}.

For each image in Figure 4 we calculate two parameters - energy and entropy (Figure 5) -
respectively defined by

𝐸𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) =
1

𝑀 × 𝑁

𝑀−1∑︁
𝑥=0

𝑁−1∑︁
𝑦=0

(Ψ𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦))2 (8)

and
𝐸𝑛𝑡𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) = −𝑝𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) × log2 (𝑝𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦)) (9)

where

𝑝𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦) =
𝐸𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦)∑

𝜎𝑘

∑
𝜃𝑖
𝐸𝜎𝑘 , 𝜃𝑖 (𝑥, 𝑦)

(10)

In our case, the feature vector has the size 3 × 6 × 2 = 36 (three scales, six orientations,
two parameters) and takes the following form

𝐹𝑉1 = {𝐸2,30, . . . , 𝐸2,180, 𝐸4,30, . . . , 𝐸4,180, 𝐸8,30, . . . , 𝐸8,180,

𝐸𝑛𝑡2,30, . . . , 𝐸2,180, 𝐸𝑛𝑡4,30, . . . , 𝐸4,180, 𝐸𝑛𝑡8,30, . . . , 𝐸𝑛𝑡8,180} (11)
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a) b)

Figure 5. Energy and Entropy plots of the Gabor images

4 Extraction of Geometrical Features

The thinning algorithm determines skeletal pixels by local operations. The neighbors around
pixel 𝑝 are enumerated as 𝑝1, 𝑝2, . . . , 𝑝8 (Figure 6). The quantity of such pixels that equal
1, that is 𝑝𝑖 = 1 , 𝑖 = 1, 2, . . . , 8 pixels is 𝐵(𝑝). The number of transitions from 0 to 1 in
neighbors around pixel 𝑝 is 𝐴(𝑝) [31].

Figure 6. Pixel notations

The point 𝑝 is deleted from the image if:

(i) 2 < 𝐵(𝑝) ≤ 6
(v) 𝑝3 · 𝑝1 · 𝑝7 = 0
(u) 𝑝1 · 𝑝7 · 𝑝5 = 0

If any condition is not satisfied conditions (𝑣) and (𝑢) are changed to

(iv) 𝑝3 · 𝑝5 · 𝑝7 = 0
(iu) 𝑝1 · 𝑝3 · 𝑝5 = 0

The results of the vessel preprocessing are shown in Fig. 1.

The Crossing Number (𝐶𝑁) concept [10,16] is used to specify bifurcations points in the
skeleton vessels image. The Crossing Number 𝐶𝑁 at a point 𝑝 with a neighborhood of points
𝑝𝑖 is obtained according to the formula:
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a)

b)

c)

Figure 7. (a) The original forearm vein image; (b) the result of binarization; and (c) the skeleton of the
vein region

𝐶𝑁 =
1
2

8∑︁
𝑖=1

|𝑝𝑖 − 𝑝𝑖+1 |, 𝑝9 = 𝑝1 (12)

Properties of the point 𝑝 are shown in Table 1.

Table 4. Topological properties of 𝑝

THE VALUE OF 𝐶𝑁 PROPERTY OF PIXEL 𝑝

0 Internal or isolate
1 end
2 connect
3 bifurcation
4 cross

The vessel topology is described by the feature vector 𝐹𝑉2 which defines bifurcation
structure:

𝐹𝑉2 = {𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜 𝑓 𝑏𝑖 𝑓 𝑢𝑟𝑐𝑎𝑡𝑖𝑜𝑛 𝑝𝑜𝑖𝑛𝑡𝑠, 𝑎𝑛𝑔𝑙𝑒𝑠} = (13)
= {𝑏𝑖 𝑓1, 𝑏𝑖 𝑓2, . . . , 𝑏𝑖 𝑓ℎ}



14 R.S. Choraś

where
ℎ - the number of bifurcation points in the forearm image,
𝑏𝑖 𝑓ℎ = {𝑥ℎ, 𝑦ℎ, 𝛼1ℎ, 𝛼2ℎ, 𝛼3ℎ}. (𝑥ℎ, 𝑦ℎ) are position of bifurcation points and (𝛼1ℎ, 𝛼2ℎ, 𝛼3ℎ)
are the bifurcation angles with respect to the horizontal axis.

Figure 8. Possible directions of orientation of bifurcation points

The normalized image of size (128× 96) pixels is divided into non-overlapping blocks of
(32 × 32) pixels. In this way we obtain 12 blocks numbered from left to right and from top to
bottom.

70 bifurcation points have been detected in Figure 9 and these points assigned to individual
blocks are presented in Table 5. Possible orientations of bifurcation points randomly selected
from Table 5 are shown in Figure 10.

As a results of the anatomical topology of the blood vessels of the forearm, and confirmed
by the data contained in Table 5, the most characteristic points are found in blocks 5,6,7,8.
In these blocks we limit the number of bifurcation points to 10, in blocks 2,3,4, the number
of bifurcation points is limited to 5 and in the remaining blocks, we consider only a single
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a)

b)

Figure 9. Feature points extracted from forearm images: a) characteristics points on original image; b)
bifurcation points on skeleton image

Figure 10. Examples of orientations of the bifurcation points - (𝛼1, 𝛼2, 𝛼3): a) (180◦, 90◦,−45◦),
b) (−135◦, 120◦,−30◦), c) (150◦, 90◦,−30◦), d) (−120◦, 90◦, 0◦), e) (135◦,−135◦, 30◦),
f) (150◦,−60◦, 45◦), g) (−150◦, 120◦,−30◦).

bifurcation point.

The selection of bifurcation points in individual blocks is carried out as follows:
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Table 5. Feature Vector 𝐹𝑉2 for the image shown in Figure 9

𝑥 𝑦 𝛼1 𝛼2 𝛼3 𝑥 𝑦 𝛼1 𝛼2 𝛼3 𝑥 𝑦 𝛼1 𝛼2 𝛼3 𝑥 𝑦 𝛼1 𝛼2 𝛼3

1 2 3 4
26 28 135 -90 0 47 32 120 -120 -30 72 32 -150 120 -30 107 31 180 45 -45

38 30 -150 90 -45 93 29 180 90 -60 103 29 180 30 -45
39 25 120 -120 0 79 22 180 -60 30 112 25 180 90 -30
42 23 135 -90 0 71 20 -150 45 -45 111 16 150 60 -60
54 23 120 -90 0 67 17 180 -60 45 104 14 -135 90 -30
52 19 180 90 -45 86 14 -135 120 0
62 16 150 -90 30 90 13 180 -60 45

5 6 7 8
15 34 180 90 -60 41 63 135 45 -45 80 59 -120 90 0 105 62 -150 90 -45
29 44 150 -60 30 47 61 180 60 -30 79 56 -135 60 -45 108 60 120 -120 0
9 44 -150 60 -45 57 61 180 -60 45 65 55 135 -120 0 114 58 135 -120 -30
5 44 135 -90 0 43 61 135 -120 0 80 49 -150 90 -45 106 58 150 -60 45
12 41 -135 120 -30 50 59 150 -90 30 76 48 135 -135 0 109 51 120 -90 30
9 63 -150 45 -45 62 58 180 45 -45 91 47 150 -90 30 111 44 150 -90 0
12 53 -135 90 -30 46 51 120 -120 -30 84 47 180 -120 30 102 38 120 -90 0
23 48 180 60 -45 49 51 180 90 -30 70 46 -150 120 -30
32 34 120 -60 45 54 44 -135 120 0 75 39 -135 90 0

59 44 180 90 -30 79 38 180 -60 45
47 41 150 -90 0 90 36 -135 60 0
59 35 150 -90 30 70 34 150 45 -45
44 34 180 90 -60

9 10 11 12
12 66 135 -135 30 59 66 135 -90 30 83 72 180 90 -45 105 74 135 -90 45
20 66 120 -120 -30 94 71 -150 90 -30 104 69 180 60 -45

- the coordinates (𝑥, 𝑦) of the bifurcation point are transformed to the local coordinates of
the given block (𝑥𝑏𝑙𝑜𝑐𝑘𝑙 , 𝑦𝑏𝑙𝑜𝑐𝑘𝑙 ), 𝑙 = 1, . . . , 12 ,

- 𝜌 =

√︃
𝑥2
𝑏𝑙𝑜𝑐𝑘𝑙

+ 𝑦2
𝑏𝑙𝑜𝑐𝑘𝑙

is calculated ,
- 𝜌-values are ranked from the smallest to the largest ,
- as points of the 𝐹𝑉2 vector, the first 𝑡 points are selected, where 𝑡 is the number of points

specified for the given block.

As a result, we obtain 60 bifurcation points.

5 Pattern Matching

We defined the vectors of features as follows:

𝐹𝑒𝑎𝑡𝑉𝑒𝑐 = (𝐹𝑉1, 𝐹𝑉2) (14)

where
𝐹𝑉1 is the Gabor feature vector, and
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𝐹𝑉2 is the bifurcation feature vector.

The 𝐹𝑒𝑎𝑡𝑉𝑒𝑐 feature vector contains 36 + 300 = 336 elements.

The Euclidean distance is the basis for pattern matching between the two vectors asso-
ciated with Gabor features (𝐹𝑉1). One vector refers to the input forearm image, the second
to the template forearm image. A Euclidean distance less than a certain threshold, allows the
conclusion that the input image and the template image are "very similar" or even the same.

In the case of the 𝐹𝑉2 vector, two bifurcation points 𝑏𝑖 𝑓𝑢 and 𝑏𝑖 𝑓𝑣 are considered to match,
if their position and orientation are close [20]:

𝐷 (𝑏𝑖 𝑓𝑢, 𝑏𝑖 𝑓𝑣) =
√︁
(𝑥𝑢 − 𝑥𝑣)2 + (𝑦𝑢 − 𝑦𝑣)2 < 𝑇ℎ1 (15)

𝐴(𝑏𝑖 𝑓𝑢, 𝑏𝑖 𝑓𝑣) = 𝑚𝑖𝑛( |𝛼𝑢1 − 𝛼𝑣1 |, |𝛼𝑢2 − 𝛼𝑣2 |, |𝛼𝑢3 − 𝛼𝑣3 |) < Θ (16)

If 𝑆 is higher than a threshold value, then the input forearm image is matched with the
template forearm image, otherwise it is considered to not be a match. 𝑆 is defined as follows

𝑆 =
𝐻𝑢𝑣√
𝑢𝑣

(17)

where the number of matched bifurcation is 𝐻𝑢𝑣.

6 Results

The results of our method are summarized in Table 6.

Table 6. Mean and standard deviation Gabor phase iris image

Number of Visible
Forearm Images

Number of NIR
Forearm Images

Accuracy Classifi-
cation Rate

100 – 86.9
– 100 88.25
100 100 94.9

7 Conclusions

In this article we propose method to biometric identification based on forearm vein images.
The proposed method uses Gabor filtering to producing the feature vector based on energy
and entropy parameters. Second feature vector uses bifurcation points in the skeleton vessels
image. A comparison with other methods show that our method gives superior results.
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