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Abstract. The main object of the research was to examine the acceptable time horizon that could be 
predicted by previously learned models of the Day-Ahead Market (DAM) TGE S.A. system. The article 
contains the results of research on the predicting ability of different ANN models of the DAM TGE S.A. 
The research was conducted based on data covering the operation of the Polish stock exchange in the 
period from 2002 to 2019 (the first half of the year). The research was carried out based on the learned 
ANN models of the DAM system. Data were taken for examination covering the time from 2002 to 2019 
(1st half of the year) and was divided into a different period, i.e., a month, a quarter, and a half-year. , 
year, etc. The MSE, MAE, MAPE, and R2 were adopted as the criteria for assessing the ability of 
individual models to predict electricity prices. The research was carried out by successively expanding 
forecasting periods in a rolling manner. For example, for a half-year, prediction time intervals were 
increased from one week to month, two months, quarter, half-year, etc. results for a model representing 
a given period. A lot of interesting research results were obtained. 

Keywords. Day-Ahead Market, MATLAB and Simulink environment, neural modeling, prediction time, 
electricity prices 
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 Characteristics of the research subject 

There are various subjects and directions of implementing artificial neural networks as 
neural models of the system, e.g., for modeling the development of the power system [25], 
human walking [26], the movement of the end of the robot arm [28], or teaching the Artificial 
Neural Network neural model as a model of the DAM system [14, 23-24, 27, 29]. The subject 
of the current paper is the Day-Ahead Market (DAM), into ‘Towarowa Giełda Energii S.A.’ 
which is functioning since the almost beginning of this century ( 2002). The quotations on the 
Day-Ahead Market concern delivered and sold electricity and the resulting volume-weighted 
average unit price of electricity obtained in each hour of the day [14-18, 24, 31]. 

Data for the conducted research experiments were obtained from Towarowa Giełda Energii 
S.A. from 2002-2019 as data on hourly quotes [31]. The model of the DAM system depends on 
many factors affecting the volume of electricity, such as weather factors: temperature, 
insolation, wind speed, air humidity, etc. All of them have a significant impact on the demand 
for the volume of electricity per hour of the day and the volume-weighted average price of 
energy. It is worth emphasizing here that the research concerns multi-input and multi-output 
(MIMO) systems and their neural models, i.e., models with 24 inputs related to the volume of 
electricity and 24 outputs related to the volume-weighted average electricity price in particular 
hours of the day [22-23]. The examined neural models concern the setting of prices [PLN] on 
the DAM as an output of the model depending on the supplied and sold volume of electricity 
in particular hours of the day [MWh] as an input of the model. The research considered the 
influence of the data quotation period on the quality of ANN was published by the author in 
[14]. The general conclusion of that paper was that a half-year period (181 data sets) was chosen 
as suitable. 

There are many concepts for the construction of artificial neural networks and methods of 
teaching them, from unidirectional multilayer networks [7, 12, 19-20, 30], to single-layer neural 
networks with feedback [8, 12, 30] and cellular neural networks [5, 7, 12, 19-20, 23, 30], as 
well as deep [13], ontogonic or with architecture optimization [4, 11] and chaotic [6] neural 
networks, up to special networks such as networks evolving neural [29]. The research on the 
influence of the chosen type of ANN on the model quality was published by the author in [15] 
in which the Perceptron ANN was chosen for further work. The undertaken research aims to 
evaluate the obtained Perceptron neural models in the ability of prediction.  

One of the important problems in this respect, concerning the subject of the research, is the 
determination of the length of the prediction period for subsequent models of the DAM system 
in terms of its ability to predict the price of electricity in a given hour of the day [14-15]. The 
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Artificial Neural Network was selected for the construction of the DAM system, due to its 
properties used in approximation. It is a fairly commonly used tool for designing and teaching 
models in the form of artificial neural networks. From among the many available types of 
existing artificial neural networks, a multi-layer, unidirectional neural network called 
Perceptron ANN was finally selected [2, 7, 9, 12, 19-21, 30]. 

An important issue in the conducted research was the construction of neural models of the 
Day-Ahead Market system, with the use of which simulation and comparative studies were 
carried out [14-17, 27]. To verify the correctness of neural models, several research 
experiments, including prognostic studies, have been developed. To determine both the 
acceptable prediction period for a given model and answer the question of whether the number 
of training and testing pairs used to design and train the TGE S.A. DAM system has a significant 
impact on the quality of electricity price prediction. 

Models of the Day-Ahead Market system were built in the environment of MATLAB and 
Simulink [1, 14-17], which were used in the research due to the orientation of this environment 
for conducting scientific and engineering research. There are other considered research 
environments such for example, SPHINX, SAS, or SAP. In the final process of selecting the 
computing environment for research, technical considerations (availability of the tool) and its 
functional characteristics, were taken into account. The advantages of choosing a tool that was 
taken into consideration are the possibility of using numerous functions to support research 
with the use of various libraries. The quality of the model is understood as the degree of fit, the 
ability to generalize, and the learning time, which largely depends on the training algorithms. 
The Levenberg-Marquardt algorithm was chosen as a relatively often used algorithm for 
training system models in the MATLAB environment, which is characterized by high speed 
and accuracy of learning as well as high quality of the models obtained [3, 7, 10]. 

1.1. Implementation of ANN 

As a base for further examination, the Perceptron ANN was chosen. The architecture of the 
used ANN was shown in Fig. 1. The Levenberg-Marquardt algorithm was used to train the 
neural model of the DAM system and implemented in the MATLAB and Simulink 
environment. One of the basic functions used in training is the trainlm() function which supports 
training with validation and test vectors. One of its properties, i.e., net.divideFcn(), is set to 
dividerand() by default, which causes a random data division in the following proportions: 70% 
training data, 15% validation data, and 15% testing data. It is possible to define the proportions 
division of the data set by defining the following properties: net.divideParam.trainRatio(), 
net.divideParam.valRatio(), and net.divideParam.testRatio(). 



 
8 D. Ruciński 

 

Figure 1. Perceptron ANN architecture is taught in the DAM neural model. Markings: Input (24) - 
input signals to ANN, here: the amount of electricity supplied and sold in each hour of the day (24 
signals), Hidden - hidden layer model in which the weight matrix (W) and the bias vector (b) are 

distinguished, Output - output layer model, in which the weight matrix (W) and biases vector (b) are also 
distinguished, Output (24) - outputs from ANN (24 signals, here the average price obtained on the stock 
exchange at a given hour of the day, weighted by volume energy sold. Source: own elaboration with the 

use of MATLAB and Simulink environment [1]. 

Validation vectors are used to stop the learning process early and then defined into network 
property. If the network performance measured by the validation vector values does not 
improve or remains the same for a certain number of epochs specified in the max_fail() 
property, the training process is stopped. The test vectors are only used to check whether the 
neural network is not over-learned, i.e., whether it generalizes well the learned model by 
checking on pairs that did not participate in the learning process, so the test data does not have 
any influence on the process of learning of the system model, but performs the control function. 

Neural network training ends when any of the following conditions occur : 

1) the maximum number of epochs (repetitions) has been reached, 
2) the maximum learning time has been exceeded, 
3) the error is understood as the difference between the target value and the value 

obtained from the model has reached the assumed minimum value, 
4) the performance gradient has dropped below the value specified in min_grad, 
5) the value of mu has exceeded the value specified in the mu_max variable, 
6) the error value in the validation process has increased more times than the value 

specified in max_fail times since the last decrease. 

 Research experiments 

Data for assessing the quality of the Perceptron ANN was previously prepared by teaching 
various artificial neural networks with the use of various data sets collected from the entire 
period of the TGE S.A. DAM from 01.07.2002 to 30.06.2019 [14, 31]. The entire period has 
been divided into smaller periods that can be used in ANN training with different lengths of 
measurement samples as shown in Tab. 1, i.e., a period of one month, a quarter and a half-year 
up to 5 years, 10 years with a step of one year and 15 years with a step of one year. 
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Table 1. Possibilities of training ANN with the use of data from periods with different possible lengths of 
quotations on the TGEE DAM. Source: own study. 

Period The number of learning 
subsets 

The number of days 

month 204 30 
quarter 68 90 

half-year 34 180 
year 17 365 

2 years 8 730 
3 years 5 1095 
4 years 4 1460 
5 years 3 1825 

10 years in steps of 1 year 8 3650 
15 in steps of 1 year 3 5475 

 

As a result of the division of data into different research periods, a total of 354 data sets 
were obtained, which were the basis for teaching 354 artificial neural networks, respectively, 
of neural models and, on their basis, for conducting various types of simulation studies. 

Simulation studies relayed on in assessing the predictive abilities of individual neural 
models from a given period. Each individual set of models, month, quarter, year, etc. was 
treated as a base for examination and the prediction period. It was moved forward by a specific 
time interval for each iteration. In each integration predictive period was longer concerning the 
examined model. 

In this way, the given neural model simulated the period which, in subsequent iterations, 
modeled the volume-weighted average electricity prices in particular hours of the day on the 
DAM TGE S.A. It establishes the possibility of an increasingly longer predictive range 
(forecasting in the more and more distant future concerning the base model). Tab. 2 shows the 
courses of successive periods for individual models. 

Table 2. Assumptions adapted to carry out the ANN model quality research for individual data sets. Source: own 
study. 

 

 

 

 

 

Period Timeshift in days Number of cycles 
month 2 10 
quarter 7 10 

half-year 12 10 
year 24 10 

2 years 48 10 
3 years 72 10 
4 years 96 10 
5 years 120 10 

10 years in steps of 1 year 120 7 
15 in steps of 1 year 180 5 
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For research purposes, it was assumed that the predictive abilities of a given neural model 
are tested up to 60% of the studied period for which the neural model was taught, and the 
individual steps are proportional to the model learning period. Constant-step studies were also 
carried out, i.e., for one week period for all data sets, however, due to the volume of the article, 
the results of the research were omitted. The assessment of predictive abilities was based on 
such measures and indicators: 

1) mean square error (MSE): 𝑀𝑆𝐸 = ଵ ∑ (𝑦௦ −  𝑦)ଶୀଵ  ,        (4) 

where: 𝑦  - value of the i-th output quantity of the model, 𝑦௦  - value of i-th system output quantity, 
 

2) regression indicator (R2), 
 𝑅ଶ = ∑ (௬ ି௬തതതത)మసభ∑ (௬ೞ ି௬ೞതതതത)మసభ  ,         (5) 

where: 𝑦തതതത- mean value of the output value of the model, 𝑦௦തതത- mean value of the system output. 
 

3) mean absolute percentage error (MAPE) 𝑀𝐴𝑃𝐸 = ଵ% ∑ ฬ௬ೞି ௬௬ೞ ฬୀଵ  ,         (6) 

4) mean absolute error (MAE): 𝑀𝐴𝐸 = ଵ ∑ |𝑦௦ −  𝑦|ୀଵ  ,             (7) 
 

as well as the analysis of the obtained test results was also carried out based on: 
 
5) mean standard deviation: 𝜎 = ට∑ (௬ ି௬തതതത)మసభ ିଵ   ,           (8) 

As a result of the conducted research, many important results were obtained, including 
concerning the possibility of determining the forecast length for learned models. 
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 Results of experimental research 

As a result of the conducted experimental research, several significant test results were 
obtained, which were summarized for the mean MSE and MAE error value, for ANN models, 
individual data sets, and individual prediction periods, in Tab. 3, and for the value of index R2 
and MAPE for ANN models, for individual data sets and individual prediction periods in  
Tab. 4. On the other hand, the values of the mean standard deviation of the MSE and MAE are 
shown in Tab. 9 as well as regression index R2 and MAPE are shown in Tab. 10. 

The obtained test results concerning the course of MSE errors and MAE errors for 
individual prediction period lengths, summarized in Tab. 3, showed that the minimum, mean 
and maximum values of the MSE error decrease with the increase of the data set to a certain 
value, in this case, it is the value corresponding to the periods of 2 - 3 years old. It is also worthy 
to notice the significant decrease in the MAE error for the last 10-year period, which is dictated 
by the division of this period into a smaller number of periods. It does not simulate 
proportionally the same period used for prediction as shorter periods.  

When analyzing the prediction waveforms for individual periods, it can be concluded that 
the waveforms of both the MSE error measure and the MAE error measure behave similarly, 
error values are similar for all periods and increase with the extension of the predicted 
simulation period, which seems obvious because the value of the increased error of both MSE 
and MAE is essentially quasi-linear concerning the distinguished periods. 

Table 3. Values of the average MSE for ANN models for given data sets and individual prediction periods 
(described in Tab. 2). Source: own study. 

Description of 
diagram  MSE error MAE error 

The course of maximum 
errors of MSE and IEA 
for subsequent periods 

from one month, quarter, 
half-year, year, 2 years 3 
years, 4 years, 5 years, 10 
years, and 15 years of the 

DAM operation under 
study   
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The course of average 
errors of MSE and IEA 
for subsequent periods 

from one month, quarter, 
half-year, year, 2 years, 3 
years, 4 years, 5 years, 10 
years, and 15 years of the 

DAM operation under 
study 

The course of MSE and 
IEA minimum errors for 
subsequent periods from 
one month, quarter, half-

year, year, 2 years, 3 
years, 4 years, 5 years, 10 
years, and 15 years of the 

DAM operation under 
study 

The course of MSE and 
MAE errors for monthly 

periods, taking into 
account subsequent 

period shifts from Tab. 2 

The course of MSE and 
MAE errors for 

quarterly periods, 
taking into account 

subsequent period shifts 
from Tab. 2 

The course of MSE and 
MAE errors  for half-
yearly periods, taking 
into account successive 

period shifts from Tab. 2 
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The course of MSE and 
MAE errors for year 
periods, taking into 

account successive period 
shifts from Tab. 2 

The course of MSE and 
MAE errors for 5-year 

periods, taking into 
account subsequent 

period shifts from Tab. 2 

The course of MSE and 
MAE errors for 10-year 

periods, taking into 
account subsequent 

period shifts from Tab. 2 

 
 
Table 4. The values of the average regression index R2 and MAPE for ANN models for given data sets and 
individual prediction periods(described in Tab. 2). Source: own study. 

Description of 
diagram Regression R2 error MAPE error 

The course of the 
maximum regression 
index and MAPE for 

subsequent periods 
from one month, 

quarter, half-year, year, 
2 years, 3 years, 4 
years, 5 years, 10 

years, and 15 years of 
the DAM operation 

under study 
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The course of the 
average regression 

index and MAPE for 
subsequent periods 
from one month, 

quarter, half-year, year, 
2 years, 3 years, 4 
years, 5 years, 10 

years, and 15 years of 
the DAM operation 

under study 
The course of the 

minimum regression 
index and MAPE for 

subsequent periods 
from one month, 

quarter, half-year, year, 
2 years, 3 years, 4 
years, 5 years, 10 

years, and  15 years of 
the DAM operation 

under study 

The course of the 
regression index and 
MAPE for monthly 
periods, taking into 

account the successive 
shifts of the periods 

from Tab. 2 

The course of the 
regression index and 
MAPE for quarter 
periods, taking into 

account the successive 
shifts of the periods 

from Tab. 2 

The course of the 
regression index and 
MAPE for half-year 
periods, taking into 

account the subsequent 
period shifts from Tab. 

2 
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The course of the 
regression index and 

MAPE for year 
periods, taking into 

account the successive 
shifts of the periods 

from Tab. 2 

The course of the 
regression index and 

MAPE for 5-year 
periods, taking into 

account the successive 
shifts of the periods 

from Tab. 2 

The course of the 
regression index and 
MAPE for 10-year 
periods, taking into 

account the successive 
shifts of the periods 

from Tab. 2 

 
The results of the analysis in Tab. 4 of the waveforms show that the values of the minimum, 

average, and maximum of R2 regression coefficients indicate relatively compared to other 
periods high value. The best quality of prediction for given models is achieved for the period 
of half a year and one year (0.56-0, 57). In the case of the MAPE index, the optimal period is 
shifted concerning the value of the R2 index, in this case, it is the size of the set corresponding 
to periods of 2-3 years and equals 0.076-0.062. However, the values of the MAPE index for the 
semi-annual period are already satisfying 0.075-0.082, their value is relatively low compared 
to other models, which means a better quality of the simulated prediction. 

When analyzing the forecast curves for individual periods, it can be noticed that both the 
regression index R2 and the MAPE index behave very similarly, i.e., with the increase of the 
forecast period of the prediction, the value of the regression index decreases, and the value of 
the MAPE index increases. The error values are similar for all periods, however, as the set of 
data (longer period) increases, the mean regression values decrease but the differences between 
the maximum and minimum values decrease (the 10-year period is an exception, however, as, 
in the case of MSE and MAE, it did not forecast a sufficiently long period in the future due to 
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the set of available data). When analyzing the course, taking into account the successive shifts 
of the periods for the MAPE indicator, it can be concluded that it shows no dependence on the 
length of the forecast period as it is in the case of the R2 indicator. 

3.1. Assessment of the prognostic abilities of models 

Selected models were assessed, and the following values were adopted as the evaluation 
criteria for the regression index: 

− ideal forecast -1 ÷ 0.90, 
− optimal forecast - 0.60 ÷ 0.89, 
− acceptable forecast - 0.50 ÷ 0.59, 
− forecast unacceptable - below 0.50. 

Taking into account the adopted evaluation criteria and the obtained mean regression of the 
values for a given period (Tab. 5), the assessment of predictive abilities (in days) of the 
examined models can be presented in Tab. 6. 

Table 5. Numerical values of the average regression index R2 for ANN models for individual data sets and 
individual prediction periods. Columns show the mean R2 value for incising prediction periods (for months 2,4,6, 
…, and 20 days). Source: own study. 

The size 
of the 
ANN 
model 

period 
[days] Mean Regression Value 

Month 2 0.65732 0.60884 0.57781 0.54817 0.52133 0.49202 0.46256 0.44015 0.41404 0.39292
Quarter 7 0.65080 0.61391 0.59587 0.57384 0.55164 0.52374 0.49190 0.46630 0.44750 0.42501

Half-year 12 0.64865 0.61699 0.60419 0.58808 0.55752 0.54454 0.53142 0.51232 0.49862 0.48353
Year 24 0.64899 0.63352 0.61282 0.59934 0.58093 0.56507 0.54427 0.51875 0.47456 0.46200

2 years 48 0.60628 0.59307 0.58093 0.55552 0.52645 0.51797 0.51285 0.50551 0.49683 0.46458
3 years 72 0.57356 0.56217 0.52953 0.50987 0.49677 0.49173 0.48845 0.48687 0.47930 0.48045
4 years 96 0.56073 0.54660 0.52698 0.51833 0.51505 0.50136 0.48711 0.46703 0.45290 0.43018
5 years 120 0.50103 0.49922 0.48888 0.47503 0.46425 0.44766 0.44138 0.42181 0.39354 0.39136

Moreover, the predictive ability was assessed concerning the ANN model size according to 
the following relationship. The prediction coefficient (WsP) that determines the predictive 
ability of the model: 𝑊𝑠𝑃𝑖 = ௗ௪ ,                    (9) 

where: 𝑛𝑑 – number of prediction days for a given criterion (perfect forecast, optimal forecast, 
acceptable forecast, inadmissible forecast), 𝑤𝑚 - the size of the ANN model (data from Tab. 1).  𝑖 – index taken value: p (perfect), o (optimal), a (acceptable).  
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This indicator helps to estimate the predictive ability of the model concerning the size of 
the training set for given evaluation criteria. For example, the 6-day prediction horizon for the 
monthly training set is not comparable to the annual set of learning data. 

Table 6. Assessment of the predictive abilities of models according to the regression index R2. Source: own study. 

The size of the SSN 
model (nd)  

perfect 
forecast 
[days] 

WsPp 
optimal 
forecast 
[days] 

WsPo 
Acceptable 

forecast [days]
WsPa 

inadmissible forecast 
[days] 

Month 0 0 4 0.13 20 0.67 More than 20 days 
Quarter 0 0 14 0.16 42 0.47 More than 42 days 

Half-year 0 0 36 0.2 96 0.53 More than 96 days 
Year 0 0 72 0.19 192 0.53 More than 192 days 

2 years 0 0 48 0.07 384 0.53 More than 384 days 
3 years 0 0 0 0 288 0.27 More than 288 days 
4 years 0 0 0 0 576 0.40 More than 576 days 
5 years 0 0 0 0 120 0.07 More than 120 days 

It can be noticed (Tab. 6) that the best WsP coefficient, taking into account R2, for optimal 
forecasts is characteristic for the six-month periods (WsP index - 0.2). The period of one year 
also has a high value of the WsP index - 0.19, relatively to other periods. The remaining periods 
are characterized by worse rates or a zero index. For the acceptable forecast, there is a clear 
relationship between the size of the model and the value of the indicator. from 0.67 for a month 
to 0.07 for five years. Considering the above, it can be concluded that the six-month period is 
optimal from the point of view of the adopted criteria. 

The selected models were also assessed by the MSE value. The following ranges have been 
adopted: 

− ideal forecast –0 ÷ 0.0001, 
− optimal - 0.0002 ÷ 0.002,  
− acceptable forecast - 0. 0021 ÷ 0. 0026,  
− inadmissible forecast - above 0. 0026. 

Table 7. Numerical values of the average MSE for ANN models for individual data sets and individual prediction 
periods. Columns show the mean MSE value for incising prediction periods (for months 2,4,6, …, and 20 days). 
Source: own study. 
 

The size of 
the SSN 
model 

period 
[days] 

Mean MSE Value 

Month 2 0.00169 0.00198 0.00212 0.00230 0.00250 0.00274 0.00304 0.00321 0.00347 0.00365

Quarter 7 0.00147 0.00163 0.00170 0.00182 0.00192 0.00206 0.00219 0.00231 0.00245 0.00258
Half-year 12 0.00136 0.00146 0.00151 0.00177 0.00203 0.00214 0.00220 0.00234 0.00252 0.00261
Year 24 0.00129 0.00138 0.00152 0.00156 0.00164 0.00170 0.00178 0.00191 0.00206 0.00211
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2 years 48 0.00119 0.00128 0.00129 0.00140 0.00154 0.00159 0.00161 0.00165 0.00171 0.00193
3 years 72 0.00145 0.00148 0.00164 0.00174 0.00182 0.00186 0.00188 0.00192 0.00198 0.00201

4 years 96 0.00092 0.00099 0.00123 0.00127 0.00129 0.00147 0.00153 0.00159 0.00177 0.00189
5 years 120 0.00094 0.00090 0.00092 0.00095 0.00099 0.00105 0.00114 0.00130 0.00164 0.00169

 
Table 8. Assessment of the predictive abilities of models according to the MSE error. Source: own study. 

The size of the 
SSN model (nd)  

perfect 
forecast 
[days] 

WsPp 
optimal 
forecast 
[days] WsPo

Acceptable 
forecast 
[days] 

WsPa inadmissible forecast 
[days] 

Month 0 0 4 0.13 10 0.3 over 10 days
Quarter 0 0 35 0.39 63 0.7 over 63 days 

Half-year 0 0 48 0.26 108 0.60 over 108 days 
Year 0 0 192 0.53 240 0.67 no data 

2 years 0 0 480 0.66 no data - no data 
3 years 0 0 657 0.6 720 0.65 no data 
4 years 0 0 960 0.66 no data - no data 
5 years 0 0 1200 0.66 no data - no data 

 

The assessment of WsP for the predictive abilities of the model based on the MSE measure 
is ambiguous due to the lack of data for the acceptable forecast. But based on the optimal 
forecast column, it can be concluded that there is a clear indication that the mean MSE decreases 
with the increase of the size of the model. The WsP coefficient is the highest at the level of 0.66 
for two-year periods.  

For the acceptable forecast column, the WsP index, except for the monthly period, shows a 
similar value in the range of 0.6 ÷ 07. It is also worthily noting that the three periods, i.e., two-
years, four-years, and five-year, for the acceptable forecast criteria could not be estimated. In 
general, for the MSE value the WsP index increases as the model size increases. 

Table 9. Mean Standard Deviation MSE and MAE values for ANN models for individual data sets. Source: own 
study. 

Period Mean standard deviation for 
MSE 

Mean standard deviation for 
MAE 

month 0,000663 0.0043452 
quarter 0,000368 0.0026306 

half-year 0,000449 0.0019778 
year 0,000275 0.0013103 

2 years 0,000229 0.0012649 
3 years 0,000198 0.0011780 
4 years 0,000202 0.0009329 
5 years 0,000297 0.0020752 

10 years in steps of 1 
year 

0,000195 0.0009945 
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Table 10. Values of the mean standard deviation of the regression index R2 and MAPE for ANN models for 
individual data sets. Source: own study. 

Period Mean standard deviation for R2 Mean standard deviation for 
MAPE 

month 0.08692 0.013629 
quarter 0.07570 0.008482 

half-year 0.05454 0.006300 
year 0.06395 0.004695 

2 years 0.04608 0.004359 
3 years 0.03410 0.004061 
4 years 0.02185 0.003600 
5 years 0.04056 0.007700 

10 years in steps of 1 
year 0.07570 0.003482 

The values of the mean standard deviation for the measures MSE, MAE, and indicators R2 
and MAPE indicate, that with the extension of the period when the size of the set increases, the 
deviation decreases in the case of the MAE measure and the MAPE index.  For the MSE 
measure and the regression index R2 there is no such relationship. 

 General conclusion 

The conducted research was aimed to determine the acceptable time horizon, predictable 
based on the learned neural models of the DAM TGE S.A. system. It is always the question of 
what an “acceptable horizon” means. To assess the quality of the model same assumptions must 
be taken. In the case of this research four categories of assessment were taken for the two most 
commonly used measures (MSE and R2). Taking into account that for the assessment of a given 
group of models (monthly, quarterly, etc.), the absolute measure of the number of days is 
inadequate the WsP coefficient was introduced. It allows to evaluate of a given predicted time 
horizon concerning the model’s length. 

 Determining the acceptable prediction period depends on the criterion that will be adopted 
for individual measures and indicators. By adopting the criteria as in this work, based on the 
research carried out, it is possible to determine the maximum period that is possible to predict 
for a given model and to choose the size of the set for which the model is acceptable (according 
to the adopted criteria). Assuming the described criteria and the values of the WsP index (which 
is based on exploring MSE and R2 ) it can be stated that the optimal prediction period is a one-
year or six-month period, for which WsP accounted for the R2 index was 0.19 and 0.2, 
respectively, and WsP accounted for MSE it was 0.53. 
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