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Abstract. The article is an attempt of the methodological approach to the proposed quantum-inspired 
method of neural modeling of prices quoted on the Day-Ahead Market operating at TGE S.A. In the 
proposed quantum-inspired neural model it was assumed, inter alia, that it is composed of 12 parallel 
Perceptron ANNs with one hidden layer. Moreover, it was assumed that weights and biases as processing 
elements are described by density matrices, and the values flowing through the Artificial Neural Network 
of Signals are represented by qubits. Calculations checking the correctness of the adopted method and 
model were carried out with the use of linear algebra and vector-matrix calculus in MATLAB and 
Simulink environments. The obtained research results were compared to the results obtained from the 
neural model with the use of a comparative model. 
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 Introduction 

Modeling the Day-Ahead (DAM) system with an Artificial Neural Network (ANN) is the 
subject of much research and endless discussion. In the works so far, the classical approach to 
the neural model of the DAM system with the use of real numerical data has usually been used 
[13, 17-23, 27, 37].  

In this study, an attempt was made to approach the quantum-inspired method of neural 
modeling of the DAM system operating at TGE S.A., i.e., by using cybernetics and systems 
engineering [29-30, 34-35]. The first work on the systemic approach to the Artificial Neural 
Network was published in 2001 [25]. It was assumed that the systemic approach would be 
particularly important in the case of the construction of a quantum-inspired Artificial Neural 
Network.  

Thus, it was assumed that two analogous models would be ultimately built, i.e., the 
‘classical’ neural model of the DAM system [17-22] and the quantum-inspired neural model of 
the DAM system [19, 32], and then the obtained results should be compared, for the purpose to 
built the comparative model. In the proposed quantum-inspired neural model it is assumed that 
the model will be composed of 12 parallel elementary Perceptron ANNs based on qubit values 
representing by 12-bit values (12 results from the adopted measurement accuracy) of 
parameters and variables used in ANN training and then in its functioning.  

The processing is therefore based on quantum inspiration and boils down to operations 
performed in the vector space for states described by the space of imaginary numbers. The 
vector space in which the computational operations are performed is defined as a two-
dimensional Hilbert space. Such a space is defined as a linear space over the field of real or 
complex numbers, on which it is possible to perform the scalar product operation, is complete, 
i.e., each set of states described in this space, is convergent, i.e., it has a limit in this space. 

It is an extension of the Banach space involving the introduction of the concept of the 
internal product. The set of actions and their properties that are possible to be performed on a 
Hilbert space are defined and constitute the basis for the operations that can be performed in 
calculations inspired by quantum computing [2-3, 5-6, 8, 26, 31, 33]. 

When constructing a neural model with quantum inspiration, it is crucial to follow the 
postulates of quantum mechanics adapted by quantum computing, because they describe 
quantum phenomena on the basis of known analytical tools.  

The first postulate is that any quantum computing system can be described by a vector 
space, in this case a Hilbert space.  



 
25 Quantum inspiration to build a neural model based on the Day-Ahead Market of the Polish… 

The next one relates to the possibility of a deterministic description of the evolution of 
quantum states based on the Schrödinger equations, which allow to describe the evolution of 
the state of a quantum system in time.  

The third of the postulates allows to define a system that consists of several subsystems of 
quantum computing as their tensor products.  

The fourth postulate relates to the study of the degree of entanglement of quantum states 
using the Schmidt distribution.  

The last postulate, very important from the point of view of this work, describes the 
nondeterministic operation of quantum state measurement. It says that after performing the 
measurement operation on the state of the quantum system, it will go to one of the eigenstates 
of the linear operator representing the measurement operation [2-3, 5-6, 8, 26, 31, 33]. 

The algorithm of the quantum-inspired neural method will therefore involve three basic 
methods, namely: the method of quantizing real numbers into quantum mixed states, the method 
of quantum computing using the basis of quantum computing and the method of transforming 
quantum mixed states into real numbers, which is related to the application of the measurement 
operator [17-23, 31-33].  

Such assumptions bring with them many research issues that must be solved, among others: 

− the problem of real numbers representation by quantum mixed states or by density 
matrices in a two-dimensional Hilbert space, 

− the construction of the Artificial Neural Network architecture consisting of 12 serial-
parallel Artificial Neural Networks arranged hierarchically from the youngest qubit to 
the oldest one, 

− the problem of the method of learning the Artificial Neural Network consisting of 12 
neural networks being its specific architecture, adapted to the specifics of quantum 
computing, 

− the problem of performing quantum calculations using data represented by quantum 
states specific to ANN, 

− the problem of reading quantum mixed states and to obtain decimal values. 

This work is an attempt at a systemic approach to this research issue, together with a 
summary of the research conducted by the author so far, including research for the future of 
quantum computations and algorithms conducted on classical computers.   
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Therefore, the subject of the research was to determine whether, based on the set of 
operations described in this way in the quantum space, it is possible to implement the Perceptron 
Artificial Neural Network, the classic form of which is shown in Fig. 1 [1, 32]. 

 
 Figure 1. Diagram of the Artificial Neural Network. Notations: u1 - vector of input signals to the 

first layer of neurons, net1 - vector of net adders at the output of the first layer of neurons, IW1,1 - weight 
matrix between input neurons and hidden layer neurons, LW2,1 - weight matrix between the hidden layer 

of neurons and the layer output, b1, b2 - biases, y1, yn - values of signals from the hidden and output 
layers. Source: [1, 32]. 

 
The operation of ANN can be seen as processing the n-dimensional vector space 

representing the input data into the m-dimensional vector space representing the output data of 
the model. The processing method consists in projecting the input vectors onto successive 
vectors, which are ANN layers by appropriately scaling their values with proportional members, 
the set of which is the weight matrix for a given transformation. The mathematical record of 
these operations is represented by the cardinal two equations, that is  [4, 7, 9-12, 14-16, 24-25, 
27-28,]: 

weighted adder equation:  

net௜ = ∑ 𝑤ij𝑢௜௜ୀ௡,௝ୀ௠௜ୀଵ,௝ୀଵ ,     (1) 

where: 

neti – weighted adder of input streams on the i-th neuron, 𝑤ij – weight values between the i-th neuron of one layer and the j-th neuron of the next 
layer, 𝑢௜ – value of the i-th input signal; 

 
  



 
27 Quantum inspiration to build a neural model based on the Day-Ahead Market of the Polish… 

and the equation of the activation function: 
 𝑦௜(𝑡) = 𝑓௜(net௜)                  (2) 

where the argument of the activation function is a weighted adder neti. 

 The method of determining quantum mixed states, density matrix, activation 
function, etc.  

In the case of the classical ANN, the real numbers in the decimal number system are 
processed. However, in the case of quantum computations carried out on classical computers, 
as shown in chapter 1, there are two kinds of situations. Firstly, they are signals flowing between 
neurons, and secondly, they are processing elements (specific transducers) occurring in ANNs. 
The flowing signals were described using quantum mixed states and the processing elements 
using a density matrix. The method of obtaining quantum mixed states and the density matrix 
was formulated on the basis of concepts introduced in quantum computing, such as:  

− the concept of a qubit in a two-dimensional Hilbert space, 
− Dirac notation introducing bra and ket vectors, 
− the concept of a density matrix, 
− the concept of an inner product, 
− the concept of a tensor product, etc. 

 
which have been discussed in detail in works on quantum computing [2-3, 5-6, 8, 26, 31] and 
in earlier authors or co-authors [17-23, 32-33].  

It was assumed that the values of the signals flowing through the Artificial Neural Network 
are described by qubits, and the weights and biases as elements processing signals flowing 
through the Artificial Neural Network are described by the density matrices. Obtaining quantum 
mixed states is associated with the conversion of real numbers written in the decimal number 
system into numbers written in the binary number system, and these into quantum mixed states 
in the Hilbert space, which can be reduced to the following algorithm: 

Step 1. Converting values from the space of real numbers to binary numbers. 

Step 2. Convert binary values to quantum mixed states representing them - where it is 
assumed that binary 0 is treated as pure ket 0 and binary 1 is treated as pure ket 1. 

Quantum mixed states are made up of pure states ket 0 and ket 1 for the individual bits of a 
binary number. The idea of a quantum mixed state comes down to the determination 
(measurement) of a value written in a quantum system, which is represented for a given value 
by the ket 1 pure state probability module or ket 0 pure state probability module, pure state ket 
1 or ket 0 within the probability interval 0.71 ÷ 1 [31-33].  
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The principle of superposition allows the designation of a second value. 

Step 3. Converting selected quantum states into density matrices representing them. 

The density matrix ρ,  is a representation of the quantum state φ, which for an incompletely 
known quantum state can be described as follows [26, 31]:  

ϕϕρρ =
i

i ,                                            (3) 

where the density operator is characterized by the following theorem [2-3, 5-6, 8, 26]:  

The operator ρ is a density operator if and only if it satisfies the trace condition (its trace is 
equal to 1) and the positivity condition (it is a positive operator). 

Regarding the density matrix, an important problem is whether a given operator ρ represents 
a pure state or a mixed state. In the case of the pure state: 

Tr (ρ2) = 1, 

and when Tr (ρ2) <1 then the state of ρ is a mixed state.  

 The method of obtaining the quantum architecture of the neural model and the 
quantum learning method  

The method of obtaining the quantum architecture of the Artificial Neural Network results 
from the specificity of the structure of the matrix describing the mixed states of the signals 
flowing through the Artificial Neural Network, such as e.g., input signals u, in the analyzed 
example being the volume flows of electricity supplied and sold on the Day-Ahead Market (ee) 
[37].  

Thus, the following basic steps of the algorithm can be distinguished (Table 1) [17-23, 31-
33]: 

1) Converting input data represented by real numbers in the decimal number system into 
binary values; 

2) Converting the output data, representing the goals in learning ANN with the teacher, 
represented by real numbers in the decimal number system into binary values; 

3) Converting the weight values of the hidden layer and the output layer which were 
previously randomly generated represented by the real numbers written in the decimal number 
system into binary values; 
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4) Converting the bias values of the hidden layer and the output layer which were 
previously randomly generated represented by the real numbers written in the decimal number 
system into binary values; 

5) Determination of the quantum state for the data obtained in points 1 ÷ 4 using the 
algorithm described in section 2 (step 2); 

6) Calculation of the density matrix for the weights and biases obtained in point 5 using 
the algorithm described in section 2 (step 3). 

Table 1. Summary of quantum representations of input values, weights, biases and output values. 
Source: Own study. 

Quantum input 
values 

Quantum weights (and likewise 
biases) of the hidden layer 

Quantum weights (and 
similarly biases) of the 

output layer 

Quantum output 
values 

ቂ𝛼𝛽ቃฏ௨భ,భమ [… [ ቂ𝛼𝛽ቃฏ௨భ,భ
 ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଵభ,భ,భమ [… [ ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଵభ,భ,భ

 ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଶభ,భ,భమ [… [ ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଶభ,భ,భ
 ቂ𝛼𝛽ቃฏ௬భ,భమ [… [ ቂ𝛼𝛽ቃฏ௬భ,భ

 

ቂ𝛼𝛽ቃฏ௨భ,భమ [… [ ቂ𝛼𝛽ቃฏ௨మ,భ
 ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଵమ,భ,భమ [… [ ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଵమ,భ,భ

 ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଶమ,భ,భమ [… [ ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଶమ,భ,భ
 ቂ𝛼𝛽ቃฏ௬భ,భమ [… [ ቂ𝛼𝛽ቃฏ௬మ,భ

 

ቂ𝛼𝛽ቃฏ௨య,భమ [… [ ቂ𝛼𝛽ቃฏ௨య,భ
 ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଵయ,భ,భమ [… [ ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଵయ,భ,భ

 ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଶయ,భ,భమ [… [ ൤𝛼𝛼 𝛼𝛽𝛽𝛼 𝛽𝛽൨ᇩᇭᇭᇪᇭᇭᇫ௪ଶయ,భ,భ
 ቂ𝛼𝛽ቃฏ௬య,భమ [… [ ቂ𝛼𝛽ቃฏ௬య,భ

 

 Quantum method of teaching the Artificial Neural Network with disturbances 

It was assumed that the quantum method of teaching the Artificial Neural Network with 12 
neural networks embedded in it, adapted to the appropriate qubits, will be based on the 
Perceptron Artificial Neural Network and the ANN method by means of back propagation 
errors, which were described in detail, among others in works [4, 7, 9-12, 14-16, 27-31, 34], 
which in the case under consideration can be reduced to the following basic steps: 

Step 1. Determination of the mean square error. The mean square error is computed as 
follows:  

 𝑒௝(𝑛) = 𝑑௝(𝑛) − 𝑦௝(𝑛).                                                                             (4) 
where: 𝑑௝(𝑛)- quantum representation of the target value, 𝑦௝(𝑛) – representation of quantum states obtained from ANN.  
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For all outputs in the n-th iteration, this error is respectively: 
 𝐸(𝑛) = ଵଶ ∑ 𝑒௝ଶ(𝑛)௡ଵ ,                                                  (5) 

 
of which the average error for the n-th iteration is:  

 𝐸௔௩௚(𝑛) = ଵ௡ ∑ 𝐸(𝑛)௡ଵ .                                             (6) 

Step 2. Determination of the input value of signals to neuron j from the previous layer 𝑣௝(𝑛) = ∑ 𝑤௝௜(𝑛)𝑦௝(𝑛)௠ଵ ,                                        (7) 
 
where: 𝑣௝ - input value of signals to neuron j from the previous layer 

m – number of input neurons d from the previous layer to neuron j, 
yj - value of output signals from the previous layer, 
wji - weights connecting neurons and the previous layer with neuron j.  
 

The output value from neuron j is:  𝑦௝(𝑛) = 𝑓(𝑣௝(𝑛)),                                             (8) 

where: 𝑓() - activation function. 

 

Step 3. Determining the change in weight value 

Due to the fact that the change in the weight value Δwji (n) can be presented as  డா(௡)డ௪ೕ೔(௡)  using 

the Leibniz notation one can write1: 

డா(௡)డ௪ೕ೔(௡) =  డா(௡)డ௘ೕ(௡) ∗ డ௘ೕ(௡)డ௬ೕ(௡) ∗ డ௬ೕ(௡)డ௩ೕ(௡) ∗ డ௩ೕ(௡)డ௪ೕ೔(௡),                                       (9) 

 

1 Leibniz's notation is as follows. If the variable z depends on the variable y, which itself depends on the variable 
x (i.e., y and z are dependent variables), then z, through the intermediate variable y, also depends on x. In this case, 
the string rule is: ∂z∂x= ∂z∂y*∂y∂x. 
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of which we can write further on the basis of (9): 

డா(௡)డ௘ೕ(௡) =  𝑒௝(𝑛),   డ௘ೕ(௡)డ௬ೕ(௡) =  −1,   డ௬ೕ(௡)డ௩ೕ(௡) = 𝑓′(𝑣𝑗(𝑛)),     
డ௩ೕ(௡)డ௪ೕ೔(௡) = 𝑦𝑗(n) .               (10) 

From the dependence (10) it follows that: 

డா(௡)డ௪ೕ೔(௡) =-𝑒௝(𝑛)𝑓′(𝑣௝(𝑛))𝑦௝(𝑛) .                                             (11) 

In this case, the change in weight taking into account the factor η can be represented: 

∆𝑤௝௜(𝑛) = −𝜂 డா(௡)డ௪ೕ೔(௡) =  𝜂𝑒௝(𝑛)𝑓′(𝑣௝(𝑛))𝑦௝(𝑛) .                            (12) 

 
So finally, the new value of weight in next iteration is: 𝑤௝௜(𝑛 + 1) = 𝑤௝௜(𝑛) + ∆𝑤௝௜(𝑛)     (13) 

 
Learning the Artificial Neural Network by means of backward error propagation can be 

presented in a systemic way as in Fig. 2. 

 

Figure 2. ANN connection method with the backward error propagation method. Markings: n - error 
on the j-neuron, δj = f’j(vj(n)) - partial derivative of the function f () on the weights. Source: Own 

elaboration based on the work [27].  

 Quantum computations specific to ANN  

After the Perceptron Artificial Neural Network has been taught the neural model of the Day-
Ahead system, that is, 12 parallel Artificial Neural Networks, two procedures are possible. It is 
possible to build a simulation model of a neural model consisting of 12 generated Qubit 
Artificial Neural Networks, between which there should be appropriate couplings resulting 
from the method of quantum calculations carried out on qubits. But it is also possible to build 
a mathematical model including individual quantum computations describing the processes 
taking place in 12 interconnected artificial neural networks.  
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As part of the currently performed research, the ANN Perceptron model was developed 
according to the method shown in the form of an algorithm in Fig. 3. 

 Measurement of quantum mixed states and their dequantization  

In the course of the conducted research, there were some difficulties related to, inter alia, 
with accuracy in measuring the obtained quantum mixed states in the signals flowing between 
neurons, as well as difficulties related to the accuracy of real numbers obtained as a result of 
the dequantization process, described in detail in [17-23, 31-33], which had an impact on the 
obtained results.  

The measurement consisted of: 

1.  Reducing the superposed mixed quantum state to one base value 0 or 1 with a specified 
probability modulus; 

2. Converting the obtained value, written in the form of a binary 12-element number into 
a real number written in the decimal number system. 

 Conclusions and directions for further research 

The conducted research has shown that it is possible to implement a quantum-inspired 
Perceptron Artificial Neural Network. In the considered computational example, such a 
Perceptron Artificial Neural Network was composed of 12 artificial neural networks quasi-
parallel processing information related to individual qubits of a mixed quantum state obtained 
as a result of quantization of real numbers. 

The quantum streams flowing through the ANN were recorded in the form of quantum 
mixed states. On the other hand, the processing elements, i.e., weights and biases, respectively, 
were represented by density matrices. In the case of the activation function, its arguments as 
input elements of these functions were introduced in the form of quantum mixed states. Then 
they were further used, like scales and biases, as processing elements, and thus also in the form 
of a density matrix. The Perceptron ANN built in this way could be further learned and then 
used as a quantum-inspired model of the TGE S.A. DAM system. The work will be continued. 
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Figure 3. Block diagram of the Quantum-Inspired Perceptron Artificial Neural Network learning 
method. Source: Own elaboration using MATLAB and the Neural Network Toolbox library of MATLAB 

and Simulink [1].  
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